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Abstract: The generation of attosecond-duration light pulses using
the high-order harmonic generation process is a rapidly evolving area of
research. In this work, we combine experimental measurements with careful
numerical analysis, to demonstrate that even relatively long-duration, 15
fs, carrier-envelope-phase (CEP) unstabilized near-infrared (NIR) pulses
can generate isolated attosecond extreme-ultraviolet (EUV) pulses by
the dynamically-changing phase matching conditions in a hollow-core
waveguide geometry. The measurements are made using the laser-assisted
photoelectric effect to cross-correlate the EUV pulse with the NIR pulse. A
FROG CRAB analysis of the resulting traces (photoelectron signal versus
photoelectron energy and EUV-NIR delay) is performed using a generalized
projections (GP) algorithm, adapted for a wide-angle photoelectron detec-
tion geometry and non-CEP stabilized driving laser pulses. In addition, we
performed direct FROG CRAB simulations under the same conditions. Such
direct simulations allow more freedom to explore the effect of specific pulse
parameters on FROG CRAB traces than is possible using the automated GP
retrieval algorithm. Our analysis shows that an isolated pulse with duration
of ≈ 200 attoseconds can result from CEP unstabilized, high intensity ≈ 15
fs multi-cycle driving pulses coupled into a hollow-core waveguide filled
with low-pressure Argon gas. These are significantly longer driving pulses
than used in other experimental implementations of isolated attosecond
pulses.
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1. Introduction

To date, sub-femtosecond light pulses have been generated only through the process of high-
order harmonic generation (HHG). By the uncertainty principle, sub-femtosecond light pulses
require a bandwidth larger than 1015Hz, which is larger than the entire visible range of the spec-
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trum. In HHG an intense ultrashort laser pulse is focused into a gas. The interaction between
the atoms and laser field is so strong that a portion of the electron wave packet can escape the
atom due to the lowering of the Coulomb potential by the laser electric field. The electron wave
packet is then accelerated by the laser electric field, and forced back towards the atom as the
sign of the field reverses. The returning electron wave packet can, with a certain probability,
recombine with the ion and emit higher harmonics of the fundamental laser frequency [2, 3, 4].
As this process repeats in each half-cycle of the fundamental laser field, a comb of high harmon-
ics is generated. Provided that the phases of the high harmonics are synchronized [6, 7] a train
of attosecond (= 10−18 s) duration pulses is generated. If the process of high harmonic gener-
ation can be limited to one half-cycle of the fundamental driving field, a continuous spectrum
can be generated, and if the phase of the spectrum is appropriate, a single isolated attosecond
pulse results. To-date, attosecond pulses have been generated only using very short-duration,
5-7 fs driving laser pulses. Using these very short-duration laser pulses [33, 13] the cycle-by-
cycle electric field of the laser pulse changes significantly. Spectrally filtering to allow only
the highest energy harmonic light to pass can then produce a single isolated attosecond pulse.
Theoretically it has been shown that this approach requires 5 fs driving laser pulses [33]. A vari-
ation of this method adds a rapidly changing ellipticity to the driving laser pulse [8, 11, 12]. The
efficiency of high harmonic generation is strong only for linearly polarized driving lasers, and
falls strongly with ellipticity. In this scheme only a single half-cycle occurs which has linear
polarization and therefore allows generation of high harmonics, whereas the elliptical polar-
ization suppresses HHG in all other half-cycles. This ellipticity scheme was the first proposal
to generate an isolated attosecond pulse [12], based on earlier suggestions of the attosecond
pulse structure of high-harmonic generation [9, 10]. The original proposal suggested that driv-
ing pulses of 25 fs duration could be used to generate subfemtosecond pulses. The use of 25 fs
driving pulses has proven to be over-optimistic (see however [56]); nevertheless, polarization
modulation of a sub-10 fs driving pulse can broaden the region of the spectrum over which a
continuum is generated, and thus helps to generate shorter-duration pulses.

Experimentally, all implementations of isolated attosecond pulses to-date have used carrier-
envelope phase (CEP) stabilized driving pulses of 5 fs duration, with the exception of some
earlier experimental results that showed evidence for the generation of single attosecond pulses
of 650±150 duration using 7.5 fs long driving laser pulses [19]. In detailed theoretical studies
[20] the reason for generating a single isolated attosecond pulse using such long driving pulses
was explained by ”ionization driven spatio-temporal reshaping of the intense driving pulse as it
propagates through a long, relatively dense medium leads to XUV radiation which, after spatial
and spectral filtering in the far field, yields an isolated attosecond pulse”. As CEP stabilized 5 fs
pulses are difficult to work with, there is great interest in generating isolated single attosecond
pulses using longer driving pulses e.g. by employing two-color laser driving fields, ionization
gating, quasi-phase-matching, long-wavelength driving lasers, or spatial shaping of the driving
pulse [21, 22, 23, 24, 25, 34, 35]. So far, these have been theoretical suggestions or spectral
measurements, but with no temporal characterization of the emission generated in these longer-
duration driving pulse regimes to date.

Characterizing the time structure of either attosecond pulse trains [7, 6] or isolated attosec-
ond pulses [8, 13] is equally important and technically challenging to the generation process.
There are several reasons for this. First, the generated radiation lies in the extreme ultravio-
let (EUV) region and therefore is strongly absorbed in air or any material. As a consequence,
experiments must be conducted inside a vacuum chamber. Second, as high harmonic genera-
tion is a highly nonlinear process, the EUV photon flux is typically low (≈ 109 photons/sec
at 45 eV). For these reasons, instantaneous nonlinear effects that are commonly used in the
visible region are difficult to access in the EUV regime. Therefore nearly [37, 38] all current
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EUV pulse characterization techniques rely on two-color photoionization, in which an atom
is simultaneously irradiated with EUV and near-infrared (NIR) laser fields, and the energy of
the resultant electrons is monitored as a function of the time delay between the laser and EUV
fields [39, 40]. Here the EUV radiation creates one or several electron wavepackets by single
photon photoionization. These wavepackets are then modulated by the electric field of the NIR
laser field, leading to sidebands or shifts in the resulting photoelectron spectra (see below). The
resulting spectrogram as a function of delay τ and photoelectron energy ω encodes information
about the temporal structure of the EUV pulse.

To extract the temporal structure of the attosecond fields, different methods have been pro-
posed and some of them have been experimentally implemented [41, 42, 43]. For isolated at-
tosecond pulses that are significantly shorter than the driving laser field, the ”attosecond streak
camera” technique has been used [42]. To reconstruct individual attosecond bursts of long at-
tosecond pulse trains consisting of identical attosecond pulses, the ”RABBITT” (Reconstruc-
tion of Attosecond Beating By Interference of Two-photon Transition) technique has been em-
ployed. As originally proposed, RABBITT used the sideband structure to extract the relative
phase between harmonic orders, which relates directly to an averaged attosecond pulse struc-
ture. However it did not attempt to obtain information on the pulse envelope, e.g. through analy-
sis of the detailed shape of the sidebands versus energy and delay. A more generally applicable
method is the FROG-CRAB (Frequency Resolved Optical Gating for Complete Reconstruc-
tion of Attosecond Bursts) technique. This technique was theoretically proposed in [16, 17]
and can in theory characterize attosecond fields of arbitrarily complex temporal structure. We
chose this method to characterize recent experimental data [1] because they were exactly in
the transition regime between an isolated single attosecond pulse and a train of attosecond
pulses. That work demonstrated that, by using pulses of ∼ 13 fs duration in a phase-matched
hollow-waveguide geometry, EUV pulses with envelope duration of 1.4 fs and individual pulse
structure of ∼ 500 as could be generated. This corresponds to an attosecond pulse ”train” that
could contain 80% of its energy in a single burst, or consist of two equally strong bursts – the
FROG CRAB measurement technique could only determine a pulse envelope and the structure
of the individual attosecond bursts (but not their position) in this case of a non-CEP stabilized
laser.

Despite all the efforts in characterizing experimental attosecond pulses, there are still unre-
solved issues in using attosecond pulse retrieval algorithms. Even the most current approaches
fail to recover certain pulse parameters, e.g. do not yet give correctly the relative phase of
adjacent EUV pulses [5]. Furthermore, so far no algorithm correctly includes the final photo-
electron kinetic energy dependence in the FROG trace. This effect can be seen in [8] where
the shifted photoelectron energies using the algorithm result in shifts that are too small at high
photoelectron energies and too large at low photoelectron energies. The same effect can be
seen in our results below when we retrieve the attosecond pulse using a GP (Generalized pro-
jections) algorithm [29, 30] that neglects the photoelectron kinetic energy dependence. The
energy dependence is most important at low photoelectron energies and large ponderomotive
shifts. Experiments in molecular dynamics using soft x-ray pulses often employ relatively low
energy photons. Thus accuracy in characterizing all wavelength ranges is desirable.

This article has two major thrusts. The first is to describe the implementation of the GP FROG
CRAB algorithm in the context of the conditions of this experiment- a wide-angle photoelec-
tron detection geometry and non-CEP stabilized driving laser pulses. We also present direct
simulations of FROG CRAB traces under these conditions. In these simulations we will focus
on EUV fields in the intermediate regime between single isolated attosecond pulses and long
attosecond pulse trains, since this is the parameter range where significant possible ambiguity
exists in the pulse retrieval.
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Fig. 1. Experimental setup for EUV pulse generation and temporal characterization via
photoelectron energy resolved two-color cross-correlation using a NIR pulse.

Second, we present experimental energy-resolved interferometric EUV-NIR two-photon ion-
ization cross correlation data where the EUV radiation was generated in an Argon filled hollow-
core waveguide. In contrast to our previous work [1] where we studied EUV pulses generated
from low intensity driving pulses and high Argon pressure inside the hollow-core waveguide,
we show here that for high laser intensity and low Argon pressure inside the waveguide, a single
isolated attosecond pulse can result from ≈ 15 fs CEP unstabilized driving pulses. These are
significantly longer driving pulses than used in other experimental implementations of isolated
attosecond pulses, and to our knowledge this is the first temporal characterization of single
attosecond pulses generated from multi-cycle driving pulses. The radiation we describe is cen-
tered at energies around 42 eV.

The paper is organized as follows: In section 2 we describe the experimental setup. In section
3 we summarize the theory for atomic photoionization under the influence of a low-frequency
driving laser field. Next we describe the GP algorithm (section 4) and its modifications for
wide-angle photoelectron detection and CEP unstabilized driving pulses (section 5). In section
6 we describe our direct FROG CRAB simulations and compare them to results from the GP
algorithm. In section 7 we give a qualitative picture for the generation of single isolated attosec-
ond pulse under our experimental conditions. We end with an outlook on future extensions of
this work.

2. Experimental setup and photoelectron detection geometry

Our experiment, shown in Fig. 1, starts with 30 fs, 2 mJ laser pulses from a cryogenically-
cooled 2 kHz Ti:Sapphire laser amplifier [50]. We use a 1 m long, 400 μm diameter hollow
waveguide filled with Argon gas to broaden the laser spectrum by self phase modulation (SPM
fiber) [27, 28]. To prevent defocusing of the laser pulses at the entrance of the SPM fiber, we
use a pressure gradient of 0 Torr at the input and ∼ 300 Torr at the output of the fiber. We
then temporally compress the pulses using commercially-available negatively chirped mirrors
(Layertec −40 f s2 per mirror bounce). We obtain pulses of ∼ 15 fs duration centered at λ ≈
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740nm, and focus them into a 150 μm diameter, 3.5 cm long hollow-core waveguide (including
two 0.5 cm long end sections for differential pumping) filled with Argon gas [14], in which
the high harmonic radiation is generated. We estimate an intensity in the fiber of ∼ 5.7 · 1014

W/cm2, and the Argon pressure was ≈ 10 torr. We note that the coupling of the fundamental
light into the fiber was well-optimized (80% coupling efficiency), resulting in very small power
loss inside the fiber, and an excellent near-TEM00 output mode. This indicates near-perfect
coupling to the fundamental EH11 fiber mode. The spectra of the fundamental radiation after the
fiber showed only a small amount of blue-shift compared to the one before the fiber, indicating
that only a small amount of temporal reshaping of the fundamental pulse took place in this
low-pressure regime.

To temporally characterize the EUV pulse, we employ an interferometric, photoelectron en-
ergy resolved EUV - NIR cross correlation geometry [15]. The EUV and fundamental driving
pulses are focused into a Neon gas jet, and a cross-correlation signal is obtained from the gen-
erated photoelectron spectra as the relative delay between the two pulses is varied. The delay
line makes use of the different divergences of the fundamental and the EUV beam exiting the
HHG fiber. The low divergence, central EUV beam passes through a small circular Al filter sus-
pended in a Kapton filter. The annular fundamental beam, which passes around the Al filter, is
reflected by an annular mirror, while the central EUV beam is reflected by a Mo/Si mirror that
is mounted on a closed loop piezoelectric transducer (S-325 tip/tilt piezo and z-axis positioner,
Physik Instrumente).

The photoelectrons ejected from Neon by the EUV beam are then detected using a magnetic
bottle time-of-flight photoelectron spectrometer [18] and a multichannel plate (MCP) detector
in a Chevron configuration. This spectrometer has a 2 π detection solid angle i.e. photoelec-
trons parallel and perpendicular to the laser polarization (which points towards the MCP) are
detected. To characterize the EUV spectrum separately, we use a home-built EUV spectrom-
eter consisting of a concave grating (ROC 1 m, 1200 gr/mm) and an x-ray CCD camera (100
x 1340 pixels, Roper Scientific), directly following the high harmonic generation hollow-core
waveguide.

The resolution of the EUV spectrometer was determined in a separate measurement, in which
very narrow harmonics were generated and then characterized with the EUV spectrometer.
From the measured width of these harmonics, an upper limit on the EUV spectrometer resolu-
tion of 0.38 eV at 47 eV photon energy was determined. Simultaneously with this determination
of an upper limit for the resolution of the EUV spectrometer, the photoelectron spectrum was
measured and an upper limit for the resolution of the photoelectron spectrometer was deter-
mined to be 0.73 eV for electrons of a kinetic energy of ≈ 22 eV .

In Fig. 2 we show an experimental EUV spectrum using the x-ray spectrometer. The CCD
spectrum shows a quasicontinuum centered around the 23rd harmonic. We also show the corre-
sponding unstreaked photoelectron spectrum, upshifted by the ionization potential of the gas.
The difference in shape is due to the mirror reflectivity of Mo/Si EUV mirror used for focusing
into the Neon detection gas jet (Mo/Si multilayer mirror centered at ≈ 47eV with a FWHM
≈ 13eV ). This mirror therefore provides a spectral filtering which suppresses the lower har-
monics and results in a continuum centered around the 25th harmonic. Despite some apparent
differences in modulation depth between the two spectra, we have confirmed by fitting both
spectra, that the average modulation depths in both spectra in the region from 37eV − 47eV
that dominantly makes up the EUV pulse are actually the same, verifying that the photoelectron
spectrometer resolution of ≈ 0.73eV is sufficient to reproduce the spectral characteristics of the
source. From the fitted modulation depth we qualitatively expect the EUV radiation to consist
of one dominant attosecond pulse and a side burst of ≈ 10% electric field strength (i.e. ≈ 1%
intensity). This expectation is confirmed by our quantitative analysis below.
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Fig. 2. EUV spectrum recorded with an x-ray spectrometer (black), and corresponding
photoelectron spectrum upshifted by the ionization potential without the fundamental light
present (red). The difference in spectral shape is due to EUV mirror reflectivity (which is
low at the lower photon energies).

3. Theoretical background: EUV photoionization in the presence of a NIR driving laser
field

FROG CRAB is inspired by the temporal characterization technique FROG, which is well es-
tablished for the characterization of short laser pulses in the mid-IR to UV region of the spec-
trum [29, 30]. Ultrashort laser pulses in the visible/ NIR can be straightforwardly measured by
making use of nonlinear-optical materials for this spectral region that operate at easily achiev-
able intensities and have an instantaneous response. A commonly used nonlinear process is
second-harmonic-generation (SHG). There a beamsplitter is used to split the pulse into two
pulses i.e. one creates a replica of the pulse. This replica can then be delayed w.r.t the pulse in
the other arm using a delay stage. The replica thereby serves as a temporal gate, sampling the
spectrum of the pulse at varying delay steps. A two-dimensional trace of spectra versus delay
steps is the result. This so-called spectrogram S(ω,τ) can be mathematically written as

S(ω,τ) =
∣
∣
∣
∣

∫ +∞

−∞
E(t)g(t − τ)exp(−iωt)dt

∣
∣
∣
∣

2

(1)

where E(t) is the electric field and g(t − τ) is the gate function which is simply E(t − τ)
in the case of SHG FROG. From the measured spectrogram the complete electric field can be
determined using iterative Fourier-transform algorithms.

As first discussed in [16, 17], FROG CRAB extends FROG to the EUV and for attosecond
pulses. For completeness we include here the main results of Quéré et. al. [16, 17] where they
describe photoionization of atoms by EUV pulses in the presence of low-frequency driving
pulses. The derivation assumes the strong field approximation (i.e. neglects the effect of the
ionic potential on the motion of the electron after ionization) and the single active electron ap-
proximation. First, EUV radiation creates one or several electron wavepackets by single photon
photoionization, which are then modulated by the electric field of the NIR laser leading to side-
bands or shifts in the generated electron wavepackets. Mathematically the transition amplitude
of the electron wavepacket av(τ) at a delay time τ from the ground state to the final continuum
state |v > with final electron velocity v is given by

av(τ) = −i
∫ +∞

−∞
dp(t) ·Exray(t − τ)exp

(

i

[

Ipt −
∫ +∞

t

p2(t ′)
2

dt ′
])

dt (2)
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Here dp(t) is the dipole transition matrix element from the ground state to the continuum
state |p >, p(t) = v+A(t) is the instantaneous momentum of the free electron in the laser field.

Here A(t) is the vector potential such that ELASER(t) = − ∂A
∂ t , and Exray(t − τ) is the electric

field of the EUV pulse and Ip is the ionization potential of the atom. The term in the exponential
is the acquired phase in the ground state until ionization at time t, and the Volkov phase i.e. the
integral of the instantaneous energy of a free electron in the laser field.

Because there is no general description of the dipole transition matrix element dp(t), it is
expedient to assume that it takes a constant value independent of energy. However this could
lead to a photoelectron amplitude versus energy being different from the EUV pulse amplitude.
Therefore the ionization cross section versus energy should ideally be taken into account in the
fit process, or the EUV spectrum should be independently measured by a x-ray spectrometer.
The EUV spectrum and photoelectron spectrum might also differ in phase if there is a phase
dependence of the transition dipole matrix element as a function of energy (e.g. resonances in
the continuum).

We can rewrite the amplitude of the electron wavepacket

av(τ) = −i
∫ +∞

−∞
exp(iΦ(t))dp(t) ·Exray(t − τ)exp(i(Ip +W )t)dt (3)

where

Φ(t) = −
∫ +∞

t

(

v ·A(t ′)+
A2(t ′)

2

)

dt ′ (4)

Since we are measuring photoelectron probabilities, the modulus square of the amplitude
of the electron wavepacket, |av(τ)|2 needs to be compared to the spectrogram S(ω,τ). The
one-by-one comparison shows that the gate function g(t − τ) of S(ω,τ) corresponds to the
exp(iΦ(t)) term in |av(τ)|2:

g(t) = exp(iΦ(t)) (5)

This term corresponds to a phase modulation of the electron wavepacket induced by the NIR
dressing laser, which serves as a temporal phase gate for measuring the duration of the EUV
pulse.

Finally we express the phase with experimental observables as a sum of three contributions:

Φ(t) = Φ1(t)+Φ2(t)+Φ3(t) (6)

Φ1(t) = −
∫ +∞

t
Up(t)dt (7)

Φ2(t) =

√

8WUp(t)
ωL

cos(θ)cos(ωLt −φCE) (8)

Φ3(t) = −Up(t)
2ωL

sin(2ωLt −2φCE) (9)

where

Up(t) =
E2

4ω2
L

exp(−4ln2(t/τ)2) (10)

is the ponderomotive potential, W is the final photoelectron kinetic energy, ωL is the laser
angular frequency, and φCE is the fundamental carrier envelope phase, θ is the angle between
the laser polarization direction and the final photoelectron velocity.
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4. Generalized projections algorithm for FROGCRAB

We start by using the generalized projection (GP) algorithm to retrieve the EUV electric field.
This iterative Fourier-transform algorithm converges to a solution by iteratively optimizing
between two constraints - one in the frequency and one in the time domain. In the frequency
domain, the calculated FROG trace amplitude is replaced by the square root of the experimental
trace S(ω,τ), and in the time domain a new guess for the electric field is obtained by minimizing
the error between a newly created signal field Esig(t,τ) and the signal field obtained in the last
iteration E ′

sig(t,τ).
A schematic of the procedure is shown in Fig. 3. First, a random Exray(t) is generated. Sec-

calculate

While Zerror, Gerror > error bound

START:
random Exray(t)

Zerror
Generate new Exray(t)

Gerror
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iE
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sig =

),( τtEsig
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),( τtEsig

),( τωsigA

Fig. 3. Basic schematic of GP algorithm.

ond, a signal field
Esig(t,τ) = Exray(t − τ)exp(iΦ(t)) (11)

is generated. We note that the gate function is a user-input to the algorithm - it is not retrieved
by the algorithm. It is important to note here that all current implementations of the GP al-
gorithm, including ours, replace the final photoelectron kinetic energy W in Eq. (8) by W0,
the photoelectron center energy - we will discuss consequences of this approximation below.
Third, Fourier-transforming into the frequency domain yields Esig(ω,τ). Fourth, the amplitude
of Esig(ω,τ) is replaced by the amplitude Asig(ω,τ) of the experimental Frog trace data S(ω,τ).
Fifth, we perform the inverse Fourier-transform back into time domain E ′

sig(t,τ). Sixth, we im-
prove our guess for Exray(t) by minimizing the error between a newly created signal field and
the signal field obtained in the last iteration. Seventh, the newly generated Exray(t) is used as
input for a new signal field, which brings us back to the second step of the loop. The retrieval
algorithm is run until the errors in the frequency domain

Gerr =

√
√
√
√

1
N2

N

∑
i, j=1

∣
∣
∣A2

sig(ωi,τ j)−μ|Esig(ωi,τ j)|2
∣
∣
∣

2
(12)

and in the time domain
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Zerr =
N

∑
i, j=1

∣
∣Esig(ti,τ j)−E ′

sig(ti,τ j)
∣
∣2 (13)

are lower than a specified limiting value. Here μ is a real normalization constant that mini-
mizes Gerr and NxN is the array size.

5. Modifications to GP algorithm

Our experimental setup described above uses a magnetic bottle time-of-flight spectrometer that
collects a large range of final electron momenta corresponding to angles from 0 to 90 degrees.
In previous implementations of FROG CRAB, a narrow-angle photoelectron detection geome-
try was employed in order to obtain a well-defined phase-gate [8, 13]. In this work we show that
EUV pulse reconstruction is possible also when a wide-angle detection geometry is employed,
by a suitable averaging over FROG CRAB traces with different detection angles. Furthermore
in our experiment, the CEP of the pulses is not stabilized. Both these features require modi-
fications to the GP algorithm. The reason lies in the dependence of the gate function (5) on
the angle θ and on the carrier-envelope phase of the NIR pulse, as seen in Eq. (3) to (10) in
section 3. So, in essence one must run the algorithm with different gate functions in parallel,
and do appropriate averaging when comparing with experimental data. In addition, the resolu-
tion of the photoelectron spectrometer should be included to take into account any broadening
of the spectrum which leads to retrieved pulse durations systematically shorter than the actual
pulse duration. In this experimental work, we use a very conservative value for this resolution,
and thus obtain a result that is a realistic upper limit of pulse duration. The lower limit can be
determined by the transform limit of the EUV spectrum.

calculate
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Fig. 4. Schematic of GP algorithm adapted to wide-angle photoelectron detection geometry
and non-CEP stabilized driving laser pulses.
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Figure 4 shows how the GP algorithm is modified to take into account the 2−π detection
geometry and non-CEP stabilized IR pulses.

First, to take into account the fact that we make no attempt to CEP-stabilize our driving laser
pulses, we take into account two gate functions - one with the absolute phase set to zero degree
and one with the absolute phase set to 180 degrees. These CEP values correspond to ”cosine”
and ”minus cosine” IR pulses which lead to identical conditions for HHG generation in a noble
gas. Our results below show that the experimental data are quite well described by this proce-
dure. The reason why only these two values of CEP are required to achieve good agreement is
that the NIR beam (which is the same beam that generated the EUV radiation) is temporally
synchronized with the EUV radiation due to the EUV generation process itself. However if
multiple EUV bursts are present, their relative strengths (amplitudes, not their timing) could
change with CEP. In our case, if for certain CEP values multiple bursts were generated, we
would observe this as a modulation of the photoelectron spectrum, as shown in the simulations
presented in Fig. 9. Experimentally however, we observe only a very small amount of modula-
tion (see Fig. 2 and Fig. 9), meaning either that only in a small fraction of laser shots multiple
EUV bursts are generated, or that in every shot only very small side bursts are generated along
with the main burst. The synchronization is also well-demonstrated by the fact that we clearly
see interferometric modulation of the photoelectron energy data versus delay (see Fig. 6 (a)).
This is also not any more of an approximation than that used in any other attosecond pulse
measurement. All measurements, whether they be for isolated pulses or pulse trains, show this
interferometric synchronization [6, 19]. Furthermore, at the level of the instantaneous electric
field of the driving laser, CEP fluctuations look identical to intensity fluctuations in the laser
pulse, and recent theoretical calculations have corroborated the insensitivity of the pulse gen-
eration process to intensity variations [8]. Thus, our presumption that the attosecond pulses
in the train are well-synchronized with the fundamental electric field, with the exception that
the direction of the field oscillations may flip randomly, is well justified. The remaining ques-
tion, which we address below, is whether the averaging over 2 CEP phases creates significant
deconvolution ambiguities compared with a CEP-stabilized case.

We therefore apply the algorithm simultaneously to two signal fields - one with the CEP set
to 0 degrees and one with CEP 180 degrees. Instead of replacing the amplitude of Esig(ω,τ) by
the amplitude of the experimental FROG CRAB trace Asig(ω,τ), we replace the amplitude of
the signal field with CEP 0 radians |Esig,0(ω,τ)| with an expression containing the amplitude of
the experimental FROG CRAB trace Asig(ω,τ) and the amplitude of the signal field with CEP π
radians

∣
∣
∣

√

Asig(ω,τ)2 −|Esig,π(ω,τ)|2
∣
∣
∣. An analogous replacement is made for |Esig,π(ω,τ)|.

This is the essential step of driving both signal fields to converge to a combined signal field
describing the experimental FROG CRAB data. To obtain the Gerr we calculate the rms error
between the combined signal field

|Esig(ω,τ)|2 =
1
2

(|Esig,0(ω,τ)|2 + |Esig,π(ω,τ)|2) (14)

and the experimental FROG CRAB trace. In the next step we Fourier-transform both signal
fields back into time domain, yielding Esig,0(t,τ) and Esig,π(t,τ). Two new guesses for the EUV
field Exray(t) are calculated. The average of the two EUV fields is taken and used to construct
two new signal fields E ′

sig,0(t,τ) and E ′
sig,π(t,τ). The Zerr is calculated for both CEP 0 and π

according to Eq. (13), and is then averaged.
Next we discuss how to adapt the algorithm to include the dependence of the gate on the angle

between the laser polarization and the final photoelectron velocity. To this end we implement a
for-loop in which for each angle, both signal fields Esig,0(ω,τ) and Esig,π(ω,τ) are calculated.
In the ”replace magnitude” step (see Fig. 4) one should now in principle replace for every θ0
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the magnitude of |Esig,0(ω,τ,θ0)|2 with the expression |Asig(ω,τ)|2 −∑θ �=θ0
|Esig,0(ω,τ,θ)|2 ·

prob(θ)− ∑θ |Esig,π(ω,τ,θ)|2 · prob(θ). However to keep computations simple, we imple-
mented a simplified replacement |Esig,0(ω,τ,θ0)| → |√Asig(ω,τ)2 −|Esig,π(ω,τ,θ0)|2|. This
somewhat simplified approach is justified by the rapid and stable convergence of the algorithm
to a solution for the EUV field that is essentially the same as the one found from the independent
method of direct simulations of the FROG CRAB trace.

The Gerr is then calculated with the average signal field calculated as a sum over different
angles

Esig,CALC(ω,τ) =

√

∑
θ

(

|Eθ
sig,0(ω,τ)|2 · prob(θ)+ |Eθ

sig,π(ω,τ)|2 · prob(θ)
)

(15)

where
prob(θ) = sin(θ) ·σ(θ)/∑

θ
sin(θ) ·σ(θ) (16)

is the probability containing the geometrical weight factor sin(θ) for the photoelectron distribu-
tion as well as the differential partial cross section σ(θ) for the detection gas used [26]. The
ionization cross section used is σ(θ) ∼ 1+β ·P2(cos(θ)) where P2 is the second order Legen-
dre polynomial, with β = 0.8 for Neon at 42eV photon energy. We also generate a for-loop to
calculate the Zerr for all angles and we average the Zerr by calculating

Zerr = ∑
θ

Zerr(θ) · prob(θ) (17)

The Exray(t) is also averaged

Exray(t)ave = ∑
θ

Exray(t,θ) · prob(θ) (18)

The resolution of the spectrometer can be included as follows. After calculating the new
signal fields Esig,0(t,τ) and Esig,π(t,τ) in time, they are Fourier-transformed into the frequency
domain and convolved with the square root of the resolution function of the photoelectron
spectrometer. When in the next step the magnitude of |Esig(ω,τ)| is replaced (see Fig. 4),
the information about the convolution is preserved in the phase of Esig(ω,τ), which remains
unchanged. Empirically we found two further methods for improving the convergence of the
algorithm: for every iteration, we vary the delay of the experimental trace by a fixed number of
single delay steps to minimize the Gerr. We also change the sign of the spectral phase of Exray

every ≈ 100 iterations. Only the center 90% of the delay range of the calculated FROG CRAB
trace is used to calculate the Gerr. This is done to avoid numerical artifacts that occur at the
calculated edges.

To accurately retrieve an EUV pulse, we obtained high temporal resolution data for 2.5 laser
cycles near to zero delay, with delay steps of 100 attoseconds. For such a ”partial” FROG CRAB
trace to converge, however, it is necessary to terminate the trace with a range of ”unstreaked”
spectra. Therefore we used a photoelectron spectrum generated by the EUV radiation alone and
attached it at the edges (around ±15 fs delay) of the experimental FROG CRAB trace as seen
in Fig. 5. The convergence errors are calculated only for regions where data actually exist.

Figure 6 shows the experimental photoelectron energy resolved two-color cross-correlation
and the FROG CRAB trace retrieved using the GP algorithm, as well as the EUV reconstructed
electric field and intensity. Here, the Gerror was 1.7%. The retrieved single isolated attosecond
pulse has a FWHM pulse duration of 210 attoseconds with negligible (∼ 5% electric field am-
plitude) sidebursts, and a second-order dispersion of 0.009 f s2. The agreement in the central
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Fig. 5. Retrieval of a partial FROG CRAB trace. Experimentally, a small range (0−6 fs) of
delay steps were taken with high temporal resolution. In order to retrieve the EUV pulse,
the data are embedded into a larger array with zeros, with ”unstreaked” spectra (recorded
without the fundamental light present) attached at large delays.
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Fig. 6. (a) Zoom-in on the experimental photoelectron energy resolved two-color cross-
correlation shown in Fig. 5. (b) FROG CRAB trace retrieved using the GP algorithm. The
gate function was thoroughly optimized by running the algorithm multiple times to find
the gate parameters which overall minimize the G error. The optimized gate uses a 15 f s
fundamental Gaussian pulse with Up = 0.3eV and a linear chirp of Γ2 = 0.0178 f s2. (c)
Reconstructed EUV electric field envelope and temporal phase. (d) Reconstructed EUV
intensity yielding a FWHM pulse duration of 210 attoseconds.
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energy range is good, while at high energies, the ponderomotive shifts are not correctly recov-
ered using the algorithm. This is due to the approximation of the W-dependence in Eq. (8) by
W0, as we will show below.

6. Direct simulations of FROG CRAB traces

In this section we employ directly simulated FROG CRAB traces. We first show that such direct
simulations can reproduce the experimental two-color cross-correlation spectrogram shown in
Fig. 6(a). Such direct simulations allow more freedom to explore the effect of specific pulse
parameters on FROG traces, or to address specific concerns regarding the retrieved pulse, than is
possible using the automated GP retrieval algorithm. We then turn to a more general discussion,
showing that in almost all situations, the EUV electric field can be retrieved without carrier-
envelope phase stabilization, with one important exception that we point out explicitly. Finally,
we show that in direct simulations, which in contrast to the GP algorithm do not require the
approximation W− > W0 in Eq. (8), the large ponderomotive upshifts seen in the experimental
trace are reproduced correctly.

To simulate FROGCRAB traces, we employed the theory described in section 3, and adapted
it to our experimental situation, again by appropriately weighting FROG CRAB traces obtained
for different angles θ , and for CEP = 0 and CEP = π . All simulated traces were convolved
with the experimentally measured photoelectron spectrometer resolution function, a Gaussian
of 0.73 eV FWHM.
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Fig. 7. Simulations for (a) averaged CEP, (b) CEP = 0, (c) CEP = π , (d) retrieved EUV
field envelope and phase, (e) intensity of 200 attoseconds FWHM pulse duration

In Fig. 7 we show the results of the direct simulations yielding the best fit to the experimental
data shown in Fig. 6(a). In addition to the final averaged trace (Fig. 7(a)), we also show the
individual traces for CEP = 0 and CEP = π (Fig. 7(b) and (c)). The retrieved single isolated
attosecond pulse has a FWHM pulse duration of 200±25 attoseconds, in good agreement with
the result from the algorithm, and a second-order dispersion of 0.005 f s2. The error in the pulse
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duration was determined by an observation of a clearly visible discrepancy between measured
and simulated FROG traces. The Fourier limited duration was 185as. We again point out that
in these direct simulations we do not make the approximation W− > W0 in Eq. (8), yielding
improved agreement in the strongly streaked regions compared to the GP algorithm (Fig. 6).

To generate the FROG CRAB trace above, first the gate function (i.e. the fundamental field)
was obtained by optimizing agreement between simulation and full trace experimental data
taken at larger delay steps of 300 attoseconds. These data are shown in Fig. 8. The retrieved
fundamental pulse has a FWHM pulse duration of 15 f s, Up = 0.54eV and a linear chirp of
Γ2 = 0.0185 f s−2.
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Fig. 8. (a) Experimental data of complete FROG CRAB trace (b) Simulations of experi-
mental data shown in (a), used to extract NIR fundamental pulse parameters

Secondly, the simulated FROG CRAB traces were optimized with respect to the experimental
FROG CRAB traces through a progressive fitting procedure by minimizing the root-mean-
square (RMS) deviation between the simulated and experimental FROG CRAB traces. To this
end, we include spectral phase terms describing the attochirp [44] resulting in a chirped x-ray
field in time which is used as input in the simulations.

We used direct simulations to explore the question whether the measured FROG CRAB
trace might be explained by an attosecond pulse train, as opposed to a single burst. In the case
of an unchirped pulse train, already the CCD spectrum would reveal a comb of well resolved
harmonics, contrary to what we observe in Fig. 2. Therefore we explored the possibility of
a pulse train with a significant femtochirp [44, 51]. In this case subsequent portions of the
train would generate energy-shifted harmonic combs, such that the time-integrated measured
spectrum appears as a continuum. We explored a wide range of values for Γ2, and find that
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Fig. 9. Simulations of chirped attosecond pulse trains. Top row center: experimental data for
comparison. Γ2: femtochirp parameter in 1/ f s2. τe: envelope of the simulated EUV pulse
trains (see insets). First row: τe = 1 fs corresponds to an isolated attosecond pulse with two,
10−3 intensity side bursts. τe = 1.5 fs: two, 5% intensity side bursts. All simulated traces
with τe > 1.5 fs show significantly more spectral modulation than the experimental data.
Simulated traces have been convoluted with the experimental photoelectron spectrometer
resolution function.

(C) 2009 OSA 16 March 2009 / Vol. 17,  No. 6 / OPTICS EXPRESS  4627
#105342 - $15.00 USD Received 15 Dec 2008; revised 1 Mar 2009; accepted 5 Mar 2009; published 9 Mar 2009



-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2
5

10

15

20

25

30

35

-2 -1 0 1 2-2 -1 0 1
delay (fs)
2

10

15

20

25

30

35

en
er

gy
 (

eV
)

10

15

20

25

30

35

en
er

gy
 (

eV
)

10

15

20

25

30

35

en
er

gy
 (

eV
)

10

15

20

25

30

35

en
er

gy
 (

eV
)

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

 

 

E
U

V
 in

te
ns

ity
 (

a.
u.

)

time (fs)

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

 

 

E
U

V
 in

te
ns

ity
 (

a.
u.

)

time (fs)

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

 

 

E
U

V
 in

te
ns

ity
 (

a.
u.

)

time (fs)

(a)

(b)

(c)

(d)

Input pulseCEP=0 CEP averaged

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

  
E

U
V

 in
te

ns
ity

 (
a.

u.
)

 

time (fs)

Fig. 10. Simulations of FROG CRAB traces for different number of EUV bursts. Left col-
umn: CEP stabilized traces; middle column: CEP unstabilized traces obtained by averaging
over CEP 0 and π; right column: EUV intensity of input pulses
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such FROG CRAB traces are always significantly modulated. Representative simulated data
are shown in Fig. 9. From the amount of modulation in the calculated FROG CRAB traces, in
comparison to experiment, we can set an upper limit on the energy contained in possible side
bursts, of about 5%. Although it is impossible to test for all possible chirp patterns, our results
strongly suggest that our experimental data are incompatible with a strongly chirped attosecond
pulse train.

A last point of concern is the following: A number of measurements so-far have shown
that the harmonic peaks in a spectrum can under certain conditions shift with the CEP value
[47, 48]. However these observations were all made with very short driving pulses of ∼ 6
fs duration. We have calculated the phase that the electron acquires while in the continuum
(harmonic phase) using the classical electron trajectory for the short quantum path. It is the
difference in this phase between the two dominant half-cycles contributing to radiation (see Fig.
12 below) that determines the spectral position of harmonic peaks. We calculate this harmonic
phase difference for different values of the CEP, and find that for our harmonics in the plateau
region the corresponding shifts of harmonic peaks in frequency are negligible (∼ 0.2 eV) [48].
This is in agreement with earlier calculations using the saddle-point approximation that find
strong effects of CEP on high harmonic generation in the high-plateau and cutoff region only
when very short driving pulses are used [49], whereas the amount of CEP-dependent spectral
shift of the harmonic peaks decreases upon increasing the driving pulse duration.

We now turn to a more general discussion of the possible ambiguities in CEP unstabilized
vs. stabilized FROG traces. The left column of Fig. 10 shows simulated FROG CRAB traces
for a single gate of CEP=0 radians, as would be measured in an experiment with CEP stabilized
pulses, while the right column shows FROG traces averaged over two gates (CEP = 0 and CEP
= π radians). The figure shows that both for isolated attosecond bursts (Fig. 10(a)) as well as for
attosecond pulse trains containing more than 2-3 bursts (Fig. 10(d)), the CEP does not need to be
stabilized for reconstruction of the temporal structure of the EUV field. Only when working in
the regime intermediate between a single isolated attosecond pulse with small ≈ 10% intensity
pre- and post pulses, (Fig. 10(b)) and a double pulse (Fig. 10(c)) there exists an ambiguity in
the FROG CRAB traces. This is the intermediate regime we studied in [1]. This ambiguity
can be removed by stabilizing the CEP of the fundamental laser pulse. While the position
of the burst(s) underneath the envelope cannot be determined without CEP stabilization, the
attosecond pulse structure of the individual attosecond bursts, as well as the overall intensity
envelope, can be retrieved [1].
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Fig. 11. Comparison of (a) experimental data, (b) GP algorithm, and (c) direct simulations
of FROG CRAB traces using optimized EUV pulse parameters.

Lastly, we compare the reconstructed traces using the GP algorithm (Fig. 11 (b)) which does
not contain the dependence on final photoelectron kinetic energy, with the progressive fitting
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simulation code (Fig. 11 (c)) which contains the final photoelectron kinetic energy dependence.
Visually it is obvious that the simulation code achieves a better agreement with the experimental
trace Fig. 11 (a) than the GP algorithm with the W →W0 approximation. Also, in the simplified
geometry (2◦ photoelectron detection angle and CEP stabilized) of [8] there is a systematic error
between experimental and reconstructed trace due to this neglected energy dependency, which
leads to ponderomotive shifts that are too weak at high photoelectron energies and too strong
at low photoelectron energies. It was found [16] that this energy dependence is only negligible
if the bandwidth of the attosecond pulse is small compared to the center energy, which is not
fulfilled in [8] and the data presented here.

Thus it would be desirable that reconstruction algorithms such as the GP and PCGP [31]
include the energy dependence in future implementations.

7. Interpretation of single attosecond pulse generation mechanism

In this section we give a qualitative explanation for the main experimental result of this paper,
which demonstrates the generation of a single isolated attosecond pulse from a ≈ 15 fs, CEP
unstabilized driving pulse. In essence, under our experimental conditions, efficient EUV gen-
eration is only possible on the leading edge of the driving pulse, before the coherence length
gets too short due to the rapidly rising time-dependent ionization caused by the high-intensity
driving pulse.
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Fig. 12. (a) EUV cutoff harmonic as a function of time, determined from instantaneous
intensity. (b) phase mismatch [14, 52] for the 25th harmonic versus time for straight fiber
(red), effect of employing a QPM fiber for same pulse parameters (blue). Horizontal dashed
lines: region of experimentally generated EUV spectrum. Vertical dashed lines: guides to
the eye highlighting the half-cycles in which efficient EUV generation is possible: Earlier,
the instantaneous intensity is too low to generate the experimental spectrum (lower har-
monics are absorbed in the generating Argon gas, and not reflected by EUV mirror). Later,
large phase mismatch prevents coherent build-up of EUV radiation.

On the leading edge of a femtosecond pulse, every consecutive half-cycle has a higher in-
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stantaneous intensity, so that in each half-cycle a new spectral range of EUV radiation with a
higher cutoff than in the previous half-cycle can be generated, see Fig. 12 (a). This has been
described in [32, 33, 23] and recently named “half-cycle cutoffs”. If now from one half-cycle
to the next, high harmonic generation can be suppressed, then the last half-cycle produces a
spectral continuum corresponding to the bandwidth of radiation that was not accessed in the
previous half-cycle. If lower-energy emission produced in more than one half-cycle is spec-
trally filtered out, a single isolated attosecond pulse remains.

In our case, a dynamic phase mismatch between driving laser and EUV radiation provides
the mechanism that rapidly shuts off EUV generation. The phase mismatch is given by

Δk(t) = q · klaser(t)− kq (19)

where kq is the wave vector of the q’th harmonic, and the fundamental laser wave vector
klaser(t) is given by [14]

klaser(t) ≈ 2π/λ +
2πN(1−η(t))δ (λ )

λ
−Nη(t)reλ − u2

nmλ
4πa2 (20)

Here, N is the total gas density (neutral gas plus plasma), η(t) is the time-dependent ion-
ization fraction, δ (λ ) describes the dispersive characteristics of the atom, re is the classical
electron radius, a is the waveguide radius, and unm is the mth root of the (n−1)th Bessel func-
tion of the first kind and depends on the transverse modes coupled into the waveguide. The
EUV radiation is not significantly affected by any of the three dispersion contributions, and its
wave vector kq in Eq. 19 is only slightly modified from its vacuum value. In our low-pressure
Argon, as shown in Fig. 12 (b), initially the phase mismatch is small, and EUV generation can
occur. As soon as the intensity starts to increase rapidly on the leading edge of the pulse, it
generates a very rapidly increasing plasma density. This growing plasma contribution sweeps
the phase mismatch through zero and then to large negative values, such that high harmonic
generation is suppressed for all later half-cycles.

The spectral filtering of lower harmonics (produced in several of the early half-cycles), re-
quired to isolate a single attosecond pulse, is achieved by the Mo/Si EUV mirror focusing the
radiation into the detection gas jet. In addition, low harmonics are already strongly absorbed in
the Argon gas.

To further support the dynamic phase-matching mechanism we performed propagation simu-
lations for the driving laser with the purpose of finding the best pressure and laser peak intensity
parameters for ensuring phase matching at a specific time window. The propagation equation
we used is a one dimensional version of the extreme-nonlinear optics propagation equation
developed by Geissler et al.[54] modified to include neutral gas dispersion and waveguide dis-
persion. The ionization of the medium was calculated using an ADK-based model[55]. As the
generated high harmonics propagate with virtually no dispersion they can be considered to
propagate at the speed of light. Because the propagation equation is calculated in a frame mov-
ing at the speed of light the degree of overlap of the laser pulse as it propagates in the medium
with the one at the beginning of the medium is a measure for the temporal phase mismatch: at
those times where there is perfect overlap the generation of the high harmonics would be com-
pletely phase matched. A similar approach was used to explain the generation of sub-optical
cycle, CEP insensitive, EUV pulses [53]. To find the best parameters for our case we defined a
phase-matching-criterion: the temporal overlap in the desired time-window divided by the tem-
poral overlap outside this time window, integrated over the propagation coordinate, should be
as large as possible. The time window was defined as the interval between the moment the laser
intensity is high enough for generation of the 21st harmonic to the moment it is high enough
for the generation of the 29th harmonic (as indicated in Fig. 12). Plots of this phase-matching-
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criterion are shown in Fig. 13 a-b for two different values of CEP. Warmer colors correspond to
better phase-matching-criterion. We note that the best pressure is almost the same for the two
different CEP values while the best peak intensity changes by ∼ 10% indicating only a small
sensitivity to the CEP value. The estimated best peak intensity is different by only ten percent
from the one estimated in the experiment while the estimated best pressure is about half of that
estimated in the experiment which at such low pressures (∼ 10 Torr) could be within the exper-
imental estimation error. In Fig. 13 c-d the laser pulse at the end of the medium overlapped over
the pulse at the beginning of the medium is shown for the two CEP cases for the best parameter
values. As can be seen the overlap is optimized at the desired time window.

a b

c d

Fig. 13. Conditions for dynamic phase matching. Phase-matching-criterion for the time
window in which the 21st -29th harmonics are first generated as a function of the laser peak
intensity and gas pressure for (a) CEP = π/2 (b) CEP = 0. Warmer colors represent better
phase matching. The corresponding temporal overlap of the laser pulse at the end of the
medium (red) over the pulse at the beginning of the medium (blue) is shown in (c) and (d).

The numerical results of Fig. 13 indicate a blue-shift in the spectrum. This does not agree
with measurements of the spectrum before and after the fiber, which showed only a small
amount of reshaping. The reason for this discrepancy is that we used here one-dimensional
simulations relevant only to the center of the radial laser intensity profile where the nonlin-
ear conversion process is most efficient. Taking into account the radial intensity distribution
combined with the low pressure within the fiber would wash out this blue-shift in a spectral
measurement. For example, simulations we did indicate that once the field amplitude reduces
to 60% of its peak value the spectral blue shift is only around 10% of the spectrum FWHM.
In addition, the simulation assumed the same pressure conditions all along the fiber, while in
the experiment a pressure gradient towards the end of the fiber could also reduce the spectral
distortion. While the radial averaging reduces the spectral distortion, it does not destroy the dy-
namic phase-matching mechanism: the length scale needed for this mechanism is on the order
of several coherence lengths (a few mm).
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8. Outlook

In Ref. [1] we reported a technically simplified method for generating sub-optical cycle EUV
radiation, consisting of either a single attosecond burst with a small pre-and post-pulse, or a
double attosecond burst. The radiation was spectrally narrow and energy-tunable simply by
changing pressure and intensity in the hollow waveguide, making it a very useful tool for future
investigations of state-selective molecular and materials dynamics.

In the present study we reported the production of single isolated attosecond pulses in a
straight hollow-core waveguide. This generation mechanism in this case is limited to the energy
range we observed – as the pressure in the waveguide is increased, the quasicontinuous spec-
trum evolves towards separated harmonics. Adjustment of other parameters such as the pulse
energy may make it possible to extend this study to the generation of attosecond pulses with
tunable center wavelength. In addition, the use of different generation gases in the hollow-core
waveguide and spectral filtering with EUV mirrors may allow for tuning. While the position
of individual harmonics is only weakly CEP dependent in our regime, it remains to be studied
if tunability of the spectral envelope (i.e. center energy) could be achieved in a hollow-core
waveguide by changing the CEP of the driving pulse, as was shown for a 2 mm gas cell [23].

We believe that macroscopic effects [34, 46] are an important parameter for single attosecond
pulse generation and can be used to generate tunable isolated attosecond pulses from multi-
cycle driving laser pulses. One possible route to change the center wavelength of the attosecond
pulse would be to employ quasi-phase-matching (QPM) methods [25]. In QPM one employs
e.g. periodically modulated fibers to add a constant offset to the phase mismatch. This offset
is tunable by changing the modulation period, and allows to shift the phase-matching window
in time (see Fig. 12), and thereby one could phase-match half-cycles of different instantaneous
intensities. This could create a short temporal window closer to the maximum intensity of the
laser pulse and therefore could lead to the generation of a continuum at higher energies.

Alternatively, the use of spatiotemporal shaped driving pulses for isolated attosecond pulse
generation could be investigated [45, 34]. This technique produces fundamental pulses with a
fast rising edge, which should be well suited for generating isolated attosecond pulses.

Finally we note that the spatial mode profile of the driving laser in the hollow-core waveguide
is a very important parameter in determining the spectral and temporal structure of the gener-
ated EUV radiation, and that therefore it is worth studying the separate contributions from the
spatial mode profile and temporal profile of the fundamental pulse in detail [36].

9. Conclusion

In conclusion, we have shown experimentally that it is possible to generate a single isolated
attosecond pulse with ≈ 15 fs driving pulses, by using dynamic phase-matching in a noble-
gas filled hollow-core waveguide combined with spectral filtering. To temporally characterize
the pulse, we have used photoelectron energy resolved two-color cross correlation and both a
GP algorithm and direct simulations of the FROG CRAB traces. These were both extended
from the conventional, angularly restricted photoelectron detection and CEP stabilized funda-
mental pulses, to a more efficient 2−π detection scheme and CEP unstabilized pulses. Both
reconstruction methods agree very well on the temporal structure of the EUV pulse, finding a
near-transform limited isolated EUV burst of ≈ 200 attoseconds FWHM.
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